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Abstract—Keyboard acts as one of the most commonly used
mediums for human-computer interaction. Today, massive In-
ternet of Things (IoT) devices are designed without a physical
keyboard as they go tiny, but are almost all equipped with a
wireless module for networks. In this work, we aim to enable a
universal virtual keyboard using wireless signals, which would
allow a typing interface for tiny IoT devices or serve as a
portable alternative to the unwieldy physical keyboards. To this
end, we present mmKey, the first universal virtual keyboard
system using a single millimeter-wave (mmWave) radio. By
leveraging the unique advantages of mmWave signals, mmKey
converts any flat surface, with a printed paper keyboard, into an
effective typing medium. mmKey enables concurrent keystrokes
and supports multiple keyboard layouts (e.g., computer keyboard,
piano keyboard, or phone keypad). We design a novel signal
processing pipeline to detect, segment and separate, and finally
recognize keystrokes. mmKey does not need any training except
for a minimal one-time effort of only three key-presses for
keyboard calibration upon the initial setup. We prototype mmKey
using a commodity 802.11ad/ay chipset, customized to support
radar-like operations, and evaluate it with different keyboard
layouts under various settings. Experimental results with 10
participants demonstrate a keystroke recognition accuracy of
> 95% for single-key case and > 90% for multi-key scenario,
which leads to a word recognition accuracy of > 97%.

Index Terms—Virtual keyboard, wireless sensing, millimeter-
wave radio

I. INTRODUCTION

Keyboard, as the primary and most integrated computer
peripheral, has become an indispensable part of our daily
lives. However, the physical keyboards have been suffering
from the poor portability issue. Additionally, as IoT devices
go smaller, they are typically not allowed to have a bulky
physical keyboard. Therefore, virtual keyboards have been
greatly demanded as handy substitutes for the ordinary phys-
ical keyboards or to enable typing experience for billions of
IoT devices without a keyboard.

Virtual keyboards can be implemented either actively or
passively. Active approaches require users to be equipped
with wearable devices such as potentiometer, pressure sensor,
vibration sensor and micro inertial measurement unit (mIMU)
[1]–[4]. Differently, in passive systems, there are no sensors
attached to users such as vision-based approaches [5]–[8] that
utilize vision technologies based on outputs from cameras,
laser or infrared, acoustic-based [9]–[11], and electromagnetic
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emission-based approaches [12]–[14]. However, the vision-
based approaches raise concerns about privacy invasion and
are sensitive to the lighting condition, while the acoustic-
based approaches suffer from false alarms due to the ambient
interference.

While not all computing devices have a camera or a speaker,
almost all of them contain one or more wireless modules.
Therefore, RF-based approaches become particularly attractive
to enable ubiquitous virtual keyboard systems. The widely
deployed WiFi infrastructure has inspired extensive research
on passive WiFi sensing [15], [16] and many applications have
spawned, including keystroke recognition [17]–[19], mainly
using 2.4GHz/5GHz WiFi radios. However, the capabilities
of these approaches are fundamentally limited by the narrow
bandwidth, large wavelength and limited number of antennas.
For example, limited by the 20MHz/40MHz bandwidth, the
range resolution of the above systems can be several me-
ters. Therefore, the reflected signals from all targets and the
background environment are superimposed together and hard
to separate. To achieve a reasonable recognition accuracy,
the existing approaches resort to data-driven learning but
require cumbersome training [17]–[19]. Moreover, they cannot
recognize multiple concurrent keystrokes due to the mixed
signals and are usually trained for a single fixed keyboard
layout.

Recently, mmWave radio, which has emerged as the
next-generation wireless communication technique, has be-
come available on commodity networking devices [20], [21].
mmWave radio breaks down the above limitations of con-
ventional WiFi by offering finer range resolution by large
bandwidth, highly directional signals with large phased array,
and short wavelength on high-frequency band. In this paper,
we leverage this opportunity and present mmKey, the first
passive virtual keyboard system using a single mmWave
radio. Without any extra hardware, mmKey can transform any
flat surface such as a printed paper or a painted area into
an interactive typing medium. Compared with conventional
approaches, mmKey enables distinct features of concurrent
keystrokes support and user-defined keyboard layouts. mmKey
achieves all these features in a universal virtual keyboard
system by capturing the mmWave signals reflected off moving
fingers and employing a novel pipeline of signal process-
ing, without requiring any training. Consequently, mmKey is
environment- and location-independent, can work anywhere,
and can easily adapt to different keyboards, such as computer
keyboards, piano keyboards, phone keypads, or other user-
customized layouts, with zero cost.
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mmKey overcomes multiple challenges to deliver a practical
system on commodity mmWave radio. First, before keystroke
recognition is possible, it is critical to design a robust motion
detector that can capture the micro motions on the keyboard.
To address this challenge, mmKey applies an anomaly de-
tection on the differential amplitude of the channel impulse
response (CIR) to sense the signal fluctuations and infer the
presence of motions. Due to the high carrier frequency, signals
attenuate rapidly over the propagation distance, and therefore
the thresholds for keystroke detection should adapt to the
distances. We achieve an adaptive z-score detector by referring
to the empty CIR measured in absence of targets. We further
leverage multiple antennas and different ranges to improve the
robustness.

Second, since keystrokes involve not only the movements of
fingers but also the shifts of palms and potentially arms, it is
difficult to distinguish between the keystrokes (finger motions)
and other motions. In addition, there are also irrelevant reflec-
tions from the background objects, which are mixed together
with the keystroke motions. To overcome this challenge, we
first devise a novel motion filter by leveraging the sensitivity of
CIR phase as well as the differences in the spatial distribution
of dynamic signals between keystrokes and other types of
motions. Then we further employ adaptive background can-
cellation to extract only the dynamic reflections by tracking
the CIR changes.

Last but most importantly, despite the many antennas of the
mmWave device, the spatial resolution is physically limited
due to the small effective aperture of the receive antenna array.
Specifically, the on-chip analog beamforming provides an
angular resolution of 15◦ on our experimental device with an
array size of 1.8 cm × 1.8 cm, which is inadequate to localize
and recognize a keystroke, especially when the key size is very
small or simultaneous keystrokes are close to each other. To
boost the spatial resolution, mmKey performs MUltiple Signal
Classification (MUSIC) algorithm on the received CIR and
enables precise localization of the keystroke. In addition, by
initial finger localization we only know the location of motions
relative to the device. To determine the keys pressed by a user,
we employ a low-effort one-time calibration stage upon initial
setup, which involves as simple as three key-presses, so that
the estimated locations by MUSIC can be mapped onto the
corresponding keys of the keyboard.

We prototype mmKey on commodity 60GHz 802.11ad/ay
networking chipset sponsored by Qualcomm, which is attached
with an additional array to enable radar-like operations and re-
port CIR. We validate the performance of mmKey by extensive
experiments on three different virtual keyboards, including a
computer keyboard, a piano keyboard, and a phone keypad.
We conduct experiments at different locations in both home
and office environments, with ten volunteers involved. Exper-
imental results demonstrate a remarkable accuracy of > 95%
for single-keystroke scenario and > 90% for multiple concur-
rent keystrokes. Furthermore, by feeding mmKey’s output to
commercial text correction tools, we achieve a considerable
word recognition accuracy of > 97% for natural typing on
a printed computer keyboard. With the great performance,
mmKey promises universal virtual keyboards for computers,

mobiles, wearables, and IoT devices, should they be equipped
with a mmWave radio.

In summary, the main contributions are as follows:
• We design mmKey, the first virtual keyboard system using

a single mmWave radio. With minimal infrastructure
support, mmKey can turn any flat surface, with a printed
paper keyboard, into an effective interactive tool.

• We present a novel signal processing pipeline to detect,
segment and recognize both single keystroke and multi-
finger concurrent keystrokes without any training.

• We prototype mmKey by reusing a commodity 60GHz
WiFi radio as a mmWave radar and evaluate its per-
formance on various types of virtual keyboards through
extensive experiments.

The rest of this paper is organized as follows. Section II
reviews the related works. III presents an overview of mmKey
and preliminaries about mmWave radio, followed by the
motion detection and distinction in Section IV and keystroke
localization in Section V. Section VI details keyboard calibra-
tion and keystroke recognition. Performance is evaluated in
Section VII. We discuss limitations and future directions in
Section VIII and conclude the paper in Section IX.

II. RELATED WORK

Virtual keyboard system. As a portable alternative to
physical keyboards, various virtual keyboard systems based
on different modalities have been proposed as summarized
in Table I. The existing approaches can be divided into two
categories: active and passive virtual keyboards.

The active virtual keyboard systems require users to wear
specialized devices to track the motion of fingers. For instance,
[2] requires the user to wear a glove with attached sensors to
track the motions of fingers, while [3] integrates the sensors in
the wristband. [4] embeds the mIMU into the ring and utilizes
the extracted angle and acceleration features for recognition.
However, it is cumbersome for users to wear specialized
sensors and more false alarms will occur due to the high
sensitivity, which inspires the development of passive virtual
keyboards.

The most common passive virtual keyboard systems are
vision-based. [5] and [6] employ cameras to detect and localize
the keystroke by shape-based fingertip tracking, while [7]
utilizes Real-Adaboost for depth estimation from images of
the user’s hands to support keystroke recognition. However,
camera-based systems are limited by their privacy invasion
and the requirement for ambient light. Besides traditional
RGB cameras, optics-based sensors such as LiDAR and depth
sensors in Kinect have also been integrated for virtual input
[8], [26], [27]. However, LiDAR is too expensive for home
use and lacks strict international protocols that guide data
collection and processing. Also, optics-based sensors usually
have smaller wavelengths (800 ∼ 1550 nm) compared with
the wavelength (5 mm) of mmWave radio and thus can only
work in a line-of-sight (LOS) scenarios, while mmWave radio
is able to penetrate thin layers of different kinds of materials
[28] and track the motions in a non-intrusive way [29], [30].

Acoustic- and ambient-based sensing have also been con-
sidered to enable passive virtual keyboard implementation.
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TABLE I: Summary of related works on virtual keyboard systems/keystroke recognition

Modality Reference Method Hardware Training Limitation

Vision

Murase et al. [7] Contour extraction, Real-Adaboost Camera Yes
Requirement of good visibility

Ji et al. [6] Contour feature restriction RGB camera No
Specialized devices

CamK [5] Shape-based fingertip tracking Camera Yes
Privacy issue

Su et al. [8] Morphology processing, ellipse fitting Image sensor No

Acoustic
Zhuang et al. [9] MFCC, HMM, linear classification Microphone Yes High sensitivity to ambient sounds
Zhu et al. [10] Time difference of arrival (TDoA) Smart phone No Applicable for only single-key keystroke
UbiK [11] Multipath fading of audio signals Smart phone Yes Specialized devices

Ambient
Marquardt et al. [22] Accelerometer, FFT, MFCC Smart phone Yes Applicable for only single-key keystroke
VibKeyboard [23] Power spectral density, SVM Vibration sensor Yes Specialized devices

Wearable

Zhao et al. [4] Angle complementary filter, kNN mIMU Yes
Inconvenience to users

Wu et al. [2] Velocity and acceleration measurement Pressure sensor Yes
High false alarm rate

iKey [3] MFCC, class-center classification Vibration sensor Yes
Specialized devices

Scherer et al. [13] LDA, feedback training EEG sensor Yes

RF-based

WiKey [18] PCA, DWT, DTW, kNN 2 × 3 transceivers Yes
Windtalker [19] DWT, PCA, STFT, DTW Directional antenna Yes Re-training required in new environments
Chen et al. [17] FIR filter, phase/amplitude matching 1 × 2 transceivers Yes Applicable for only single-key keystroke
SpiderMon [24] PCA, Wavelet decomposition, SVM, HMM Directional antenna Yes Non-portable devices
WiPass [25] Symlet filter, DCASW, DTW 1 × 2 transceivers Yes

[9]–[11] classify the acoustic signals when typing different
keys for keystroke recognition while [22], [23] use either
the accelerometer in mobile phones or vibration sensor to
capture and decode the vibrations from nearby keystrokes.
Nevertheless, the sensitivity to ambient sounds or vibrations
prevents these approaches from being widely deployed in
practical applications.

By analyzing the variations of the channel state infor-
mation (CSI) due to the influence of human activities on
ubiquitous WiFi signals, WiFi sensing has gained popularity
in recent years [15], [16]. [17]–[19] show the potential of
using the 2.4GHz/5GHz wireless radios to distinguish different
keystrokes. More specifically, by analyzing the unique patterns
of CSI when pressing different keys, [18] explores the feasi-
bility of using 2.4GHz WiFi radios for keystroke recognition.
[17] localizes the keystrokes by matching and canceling the
signal amplitude/phase over different antennas. Extracting
features in both time and frequency domains, Windtalker in
[19] utilizes network layer traffic information and physical
layer CSI information to recognize keystrokes. Limited by the
fundamental characteristics of 2.4GHz/5GHz signals, however,
all of them can only work for a single keystroke, are vulnerable
to surrounding motion interference, and require significant
effort for training and learning, preventing them from easily
generalizing to new keyboards or new environments.

Wireless sensing with WiFi and mmWave. WiFi signals
have also been extensively explored for various applications
beyond virtual keyboards, such as gesture/handwriting recog-
nition [31]–[35], sign language recognition [36], [37], motion
detection [38], breathing and sleep monitoring [39], [40].
Recently, 60GHz WiFi technology and commodity mmWave
indoor radars have emerged and shown distinct advantages
for wireless sensing. Researchers have exploited the potential
of mmWave radios for accurate indoor tracking [41] and
gesture recognition [42]. Besides, mmWave signals also enable
other fine-grained applications including imaging [43], gait
recognition [44], speech sensing [45], hand-writing [46] and
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Fig. 1: Device and coordinate system. The antenna array
contains 32 elements in a 6 × 6 layout, with 4 reserved
locations marked by red crosses.
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Fig. 2: Frame structure in mmWave radio.

even target material sensing [47]. In this work, we reveal the
possibility of using a single 60GHz WiFi radio for virtual
keyboards. To the best of our knowledge, mmKey is the first
virtual keyboard using a mmWave radio.

III. OVERVIEW

A. CIR on 60GHz Radio

As shown in Fig. 1, mmKey is built upon a mmWave testbed
provided by Qualcomm, which enables a radar mode on a com-
modity 802.11ad chipset by attaching an additional antenna
array to the radio. The device operates at 60GHz frequency
band with a bandwidth of 3.52GHz. The transmitter (Tx) and
receiver (Rx) arrays both have 32 antennas assembled in a 6
× 6 layout. To extract CIR, each Tx antenna transmits a burst
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Fig. 3: An overview of mmKey.

consisting of a group of 32 pulses, which are then received
by 32 Rx antennas sequentially, and the corresponding CIR
is recorded. In mmKey, we use 1 Tx antenna and 32 Rx
antennas and it takes Tb to finish one period of transmission
as Fig. 2 shows. The duration of each pulse is Tp = 10 µs,
and the duration of each burst is Tb = 10 ms. Each pulse
can be reflected by reflectors at different ranges producing a
difference in time-of-arrival (ToA). A single impulse tap of
CIR corresponds to the smallest ToA that can be separated.
Specifically, the bandwidth of 3.52GHz on our experimental
device gives us a time resolution of 0.28 ns, which means two
reflection paths with a delay difference larger than 0.28 ns
can be distinguished. Therefore the range of reflectors could
be measured by CIR taps with a range resolution of 4.26 cm.
The CIR reported by the n-th antenna at time slot t can be
expressed as

hn(t) =

L−1∑
l=0

hn,l(t− τl) =

L−1∑
l=0

gn,l(t)δ(t− τl), (1)

where L is the number of range taps. δ(·) is the Delta function
which represents the unit impulse. gn,l and τl are complex
channel gain and propagation delay of the l-th range tap,
respectively.

The transmitted pulse signals get reflected by the surround-
ing objects and finally received by Rx as CIR. Denote the num-
ber of antennas as N . For each time slot t, the captured CIR is
an N ×L complex matrix. By analyzing the received signals,
we can monitor the activities around including keystrokes and
hand movements. We use a coordinate system as illustrated
in Fig. 1, where the reflected signals impinge on the receive
antenna array with different azimuths ϕ and elevations θ.

B. mmKey Overview

The main challenge for mmKey is to promptly and robustly
recognize the keystrokes from the RF signals reflected from
not only the fingers but also the hands and other static objects.
As illustrated by Fig. 3, mmKey addresses the challenge by
the following procedures: 1) Motion detection that detects
the presence of motions adaptively and robustly; 2) Motion
distinction that distinguishes keystrokes by fingers from non-
interested motions caused by hands, arms, and others; 3) Adap-
tive background cancellation that extracts dynamic reflections
from the mixture of the superimposed reflected signals; and 4)
Keystroke localization that localizes the keystrokes with high
resolution. Note that a one-time calibration is used for key-
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Fig. 4: (a) Differential CIR amplitude of stationary reference
frame; (b) Q-Q plot of differential CIR amplitude of reference
frame; (c) Differential CIR amplitude of frame involving
keystrokes.

location mapping upon initial setup, yet the effort is minimized
as only three key presses.

IV. KEYSTROKE DETECTION AND DISTINCTION

A. Motion Detection

We capture the real-time motion by observing the fluctua-
tions of the CIR amplitude |hn,l(t)|. The CIR amplitude can
be modeled as

|hn,l(t)| = |hn,l(t− 1)|+ adn,l(t) + anoisen,l (t), (2)

where adn,l(t) reflects the variation of amplitude contribution
from dynamic signals and anoisen,l (t) is due to measurement
noise. Therefore, the differential CIR amplitude can be calcu-
lated as

4|hn,l(t)| = |hn,l(t)|−|hn,l(t−1)| = adn,l(t)+a
noise
n,l (t). (3)

When there is no motion, i.e., adn,l(t) = 0 in equation (2) and
we have 4|hn,l(t)| = anoisen,l (t) in equation (3). Without loss
of generality, the amplitude change caused by measurement
noise anoisen,l (t) only can be assumed to follow a Gaussian
distribution. Then by collecting a sequence of 4|hn,l(t)| in
“no motion” scenario, we are able to construct a “stationary”
frame denoted as 4|href,n,l| and employ the z-score anomaly
detection method to detect motion in real time by comparing
the incoming differential CIR amplitudes 4|hn,l(t)| with
4|href,n,l|.

More specifically, by centering and normalizing 4|hn,l(t)|
with the sample mean and sample standard deviation of
4|href,n,l|, we evaluate the z-score of 4|hn,l(t)| as

Zn,l(t) =
|4|hn,l(t)| − µ̂ref,n,l|

ŝref,n,l
, (4)

where µ̂ref and ŝref are the sample mean and standard
deviation of 4|href,n,l|. The larger the value of Zn,l(t) is,
the more the sample diverges from the reference frame, and
the higher chance a motion occurs at time t.

Fig. 4a presents an instance of the reference frame
4|href,n,l|. z-score based anomaly detection assumes the
reference sample sequence follows a Gaussian distribution.
Thus, we examine the quantile-quantile (Q-Q) plot of the
normalized samples in 4|href,n,l|, as shown in Fig. 4b. As
seen, the distribution of normalized 4|href,n,l| is very close
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to a normal distribution and satisfies the requirements of z-
score computation. Fig. 4c shows 4|hn,l(t)| including six
keystroke motions. Every time there is a keystroke, 4|hn,l(t)|
experiences obvious fluctuations, which can be captured by
evaluating 4|hn,l(t)| with a threshold calculated by equation
(4) as indicated by the red dotted line.

Motion detection aims to detect the start and end time of a
keystroke and its corresponding range. Instead of relying on
the z-score calculated from one single antenna, we leverage all
available antennas and range taps to improve the robustness.
Specifically, we apply a sliding window, with length W , to the
incoming CIR stream and obtain the CIR for each window as a
N×L×W complex-valued matrix. To reduce the false alarms,
we employ majority voting to the corresponding 4|hn,l|
values and construct an indicator matrix I(t) with dimension
N ×L×W , in which each element In,l(t) = 1{Zn,l(t) > υ}
where 1 is the indicator function and υ = 3 is the commonly
used value for z-score anomaly detection. Then motion is
detected if the majority of the elements of I(t) are ones. We
further estimate the range tap of motion as the one that satisfies
l̂ = arg max

l

∑N
n=1

∑t0+W
t=t0

Zn,l(t). The start and end points

of motion can be determined by searching the first and last
anomaly time slot over consecutive windows on the l̂-th tap.

B. Keystroke Distinction

Although the motion detector can identify which range tap is
affected by motion, it cannot distinguish whether the motion
is caused by a keystroke or by hand movements. Our key
idea to distinguish keystrokes from hand motions is inspired
by two observations: 1) Hand movements usually involve
shifts of hand location while finger keystrokes do not, and
2) hand movements impact a much larger reflection area than
finger motions. Accordingly, we devise two features for motion
distinction: CIR phase and dynamic level.

1) Raw CIR phase: Compared with CIR amplitude, CIR
phase is more sensitive to tiny location shifts of reflectors.
Note that the CIR phase is already synchronized between all
antennas and all samples. With the carrier frequency operated
at 60.48GHz, the wavelength is λ = c

f = 5 mm, meaning
that a tiny shift of the reflector of 2.5 mm towards/away from
the radio in the radial direction will produce a change of 2π
in the CIR phase, underpinning accurate classification of large
(e.g., hand) and micro (e.g., fingertips) motions.

Fig. 5 shows the CIR amplitude differential 4|hn,l(t)| as
well as the CIR phase ∠hn,l(t) from a sequence of CIR
involving three palm movements indicated by the red rect-
angles, each followed by a single finger keystroke indicated
by the green rectangle. As Fig. 5a shows, based on the
evident fluctuations of 4|hn,l(t)|, all the six motions can be
detected. However, from 4|hn,l(t)| it is hard to tell whether
the motion is a finger keystroke or not, which could be
more distinguishable by measuring ∠hn,l(t). As shown in Fig.
5b, hand motions produce much higher peaks due to larger
location changes than finger keystrokes. Therefore, the peak
height acts as a promising feature for distinguishing these two
motions. As Fig. 5c illustrates, we define the peak height as
the average of the heights on both sides of a peak.

Since hand shifts impact more antennas and may cross
multiple taps, we integrate the CIR phase ∠hn,l(t) over all
antennas and three neighbour taps (corresponding to a range
of about 13 cm) centered at the target tap, i.e., [l̂− 1, l̂, l̂+ 1].

2) Dynamic level: Observing that hand shifts also impact
a larger reflection area than finger keystroke, we develop a
novel feature of dynamic level to describe such a difference.
Dynamic level is defined as the ratio of non-DC power to the
total power of the CIR. Denoted as γ, it can be calculated by

γ =

∑l̂+1

l=l̂−1
∑N
n=1

∑K
f=1 |Hl,n(f)|2∑l̂+1

l=l̂−1
∑N
n=1

∑K
f=0 |Hl,n(f)|2

, (5)

where Hl,n(f) = FFT (hl,n(t)). The denominator is the
total power of signals reflected from both static background
and dynamic hands/fingers, while the numerator is the power
reflected only by the moving objects (with the DC components
excluded). Therefore, dynamic level increases as the size of
the reflection area increases. In other words, hand movements
should yield higher dynamic levels than finger motions. Fig.
6 shows the distributions of the dynamic levels for one-
finger keystroke, two-finger keystroke, three-finger keystroke
and hand shift, respectively. As illustrated, three types of
keystrokes share similar dynamic levels while hand motions
experience much larger values, rendering it an effective metric
to distinguish hand and finger motions.

Combining two features together, we distinct the motions
with a simple two-step verification. More specifically, once
the motion is detected and segmented, the CIR frames are
evaluated by thresholding both the peak height of raw CIR
phase and dynamic level, and only the motions with both low
peak heights and small dynamic levels are considered as finger
keystrokes. In our experiments, this conservative decision rule
can perfectly filter out interference motions by hands with
empirical preset thresholds, but may also cause miss detection
of finger keystrokes, which is measured by detection accuracy
and evaluated in Section VII.

V. KEYSTROKE LOCALIZATION

A. Adaptive Background Cancellation

As Fig. 7a shows, the received signals are a mixture of the
reflections from all the dynamic and static objects. Hence, we
need to eliminate the background reflections and extract only
the dynamic components associated with keystrokes.

For each time slot t, the CIR hn,l(t) can be expressed as
the combination of the CIR hn,l(t− 1) and their differential.
From t−1 to t, the reflections from the static background are
embedded in hn,l(t− 1), while the change of CIR consists of
the components due to the new dynamic reflection hdn,l(t) and
that due to noise εn,l(t). Therefore, we can cancel the impact
of background reflections by subtracting the term hn,l(t− 1).
Assuming hdn,l(t) does not experience significant change for
M successive samples, as illustrated in Fig. 7b, hdn,l(t) can be
estimated as

ĥdn,l(t) = hn,l(t)−
1

M

M∑
k=1

hn,l(t− k), (6)
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Fig. 6: Dynamic level distribution.
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Fig. 7: Adaptive background cancellation.

where M denotes the number of samples used for background
cancellation.

B. Keystroke Localization

1) Localization with MUSIC: After extracting the dynamic
signals contributed by finger keystrokes, we would like to get
the 3-D coordinates of the keystroke locations, which will
then translate into actual keys as detailed in the next section.
The spatial resolution is greatly limited by the small effective
aperture of the receive antenna array. To enhance the spatial
resolution and thus accurately localize the keystrokes, mmKey
performs digital beamforming on the received CIR based on
the widely adopted MUSIC algorithm [48]. The basic idea of
the MUSIC algorithm is to perform an eigen-decomposition
for the covariance matrix of CIR, resulting in a signal subspace
orthogonal to a noise subspace. MUSIC is typically used for
reconstructing the spatial spectrum of sparse signals, which is
in line with the goal of localizing less than 10 keystrokes.

We focus on the targeted l̂-th range tap estimated in the
previous modules. Assume that there are D reflected signals
impinging on the receive antenna array with different azimuths

ϕ and elevations θ in the coordinate system shown in Fig. 1.
Then, the CIR h can be formulated as

h =
[
s(θ1, ϕ1), · · · , s(θD, ϕD)

]
x1
...
xD

 +


ε1
...
εN

 , (7)

where s(θi, ϕi) is the steering vector pointing to (θi, ϕi),
corresponding to the direction of the i-th reflected signal, i.e.,
the normalized phase response of the antenna array for a signal
coming from the direction (θi, ϕi). xi denotes the complex
value of the i-th reflected signal and εj stands for additive
thermal noise by j-th antenna, which is assumed to be a
Gaussian random variable with zero mean and independent and
identically distributed (I.I.D.) for different receive antennas.
A more concise matrix representation of equation (7) can be
written accordingly as h = Sx + ε, where S is defined as the
steering matrix. Then, the covariance of h can be evaluated as

Rh = E[ĥĥH ] = SE[x̂x̂H ]SH + E[εεH ] = Rs +Rε, (8)

where ĥ = h − E[h], and Rs and Rε are the covariance
matrices of the signal and noise components, respectively.
Then, the eigen-decomposition can be represented as

Rh =
[
Us Uε

] [Λs

Λε

][
Us

Uε

]
, (9)

where Us is signal space while Uε is noise space. The MUSIC
spatial spectrum is expressed as

P (θ, ϕ) =
[
sH(θ, ϕ)UεU

H
ε s(θ, ϕ)

]−1
. (10)

Fig. 9a shows the pseudo-spectrum of a single keystroke
motion. Peaks of the spatial spectrum P indicate the presence
of reflected signals due to finger keystrokes, while low values
of P indicate the absence of such reflections. Later we will
also evaluate other spectrum estimation methods in Section
VII, which shows MUSIC performs the best.

2) Location Refinement: Although MUSIC algorithm can
achieve a high resolution in localizing the sources of motion,
it requires a-priori knowledge of the number of sources, which
is usually unknown in practice. To handle this problem, we
apply a peak selection module before the target localization. A
preset number of targets K is fed into the MUSIC algorithm to
obtain the initial pseudo-spectrum. K peaks will be extracted
from the pseudo-spectrum regardless of the actual number of
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Fig. 9: The MUSIC spectrum for K = 1, 3, 5, respectively.

targets present. A peak selection module is then designed to
remove the false peaks.

Fig. 9 shows the pseudo-spectrum of a single keystroke
motion with different preset K. As K increases, more and
more outlier peaks present, including (i) lower peaks in the
background (marked in yellow circle (i)) and (ii) higher peaks
diffused from the target peak (marked in white circle (ii)).

To remove the false peaks and determine the number of true
targets, we follow two criteria:
• The peaks with heights lower than a preset adaptive

threshold th1 are considered as the noise peaks and
will be filtered out. To be generic, th1 is a proportional
function of the height of the highest peak, i.e., th1 =
c·max(p1, ..., pK), which is determined in the calibration
phase.

• For the neighboring diffused peaks, an agglomerative
hierarchical clustering is applied to merge them if the
spatial angle distance between these peaks is within a
threshold dth. Observing that the peaks tend to expand
more in the elevation direction as illustrated in Fig. 9bc
due to the signals reflected by the upper parts of fingers,
we adopt a relatively smaller weight in the elevation
direction. More specifically, the distance between two
peaks (4θ,4ϕ) is weighted with (a, b) respectively
where a < b to tolerate more expansion of the peak
blurring in θ. dth is an adaptive threshold indicating the
size of clusters and is determined by the maximum spatial

distance of diffused peaks in the calibration phase.

After filtering and clustering the detected peaks, the number
of keystrokes is then estimated as the number of clusters,
and the highest peak in each cluster is considered as the
representative of the cluster, whose estimated location denoted
as (θ̂, ϕ̂) will be fed in the keystroke recognition module
described in the next section.

VI. KEYSTROKE RECOGNITION

The location of the finger keystroke (θ̂, ϕ̂) estimated by
the super-resolution MUSIC algorithm can only reflect the
relative position of the keystroke with respect to the Rx. To
map the keystroke location onto the keyboard and infer which
key is pressed, we need the knowledge of the location of
the keyboard relative to the Rx, with which a keystroke at
location (θ̂, ϕ̂) can be translated to a specific key. We employ
a simply calibration step to obtain such mapping relationships,
which only needs to be done once upon the initial setup of a
keyboard. As mmKey can be compatible with multiple types
of keyboards, such as piano keyboard and computer keyboard,
we start with the 1-D case using the white keys of a piano
keyboard as an example, and extend it to the general 2-D case
for the computer keyboard and phone keypad later.

1-D Case. To complete the keyboard calibration with the
least effort, the user can randomly pick and press three keys.
As seen in Fig 10a, assuming key w1, w6 and w10 are
pressed during the calibration and the corresponding estimated
azimuths by the MUSIC algorithm are represented as ϕ̂1, ϕ̂6

and ϕ̂10, we have α1 = ϕ̂6−ϕ̂1 and α2 = ϕ̂10−ϕ̂6. According
to the law of sines, we have

|AD|
sinα1

=
|AC|
sinβ1

, in 4ACD ;

|BD|
sinα2

=
|BC|
sinβ2

, in 4BCD ;

sinβ1 = sinβ2,

(11)
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Fig. 10: Geometrical models for keyboard calibration. The user
only needs to press three known keys, as indicated by the red
dots in (a).
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where β1 and β2 are two unknown angles belonging to two
adjacent triangles and forming a straight angle. Denoting the
ratio of |AC| to |BC| as η, from equation (11) we have

η =
|AC|
|BC|

=
|AD|
|BD|

sinα2

sinα1
. (12)

Since the ratio |AD||BD| is already known as 5
4 in this example.

Assuming all of the keystrokes occur at the center of the key,
we can derive the value of η. Further, the azimuth boundary
of every two adjacent keys can also be derived. For example,
as indicated in Fig. 10b, to calculate the boundary between
key w2 and w3, we apply the law of sines again as

|AE|
sin α̃1

=
|AC|
sin β̃1

, in 4ACE ;

|BE|
sin α̃2

=
|BC|
sin β̃2

, in 4BCE ;

sin β̃1 = sin β̃2,

(13)

where α̃1, α̃2, β̃1 and β̃2 are the angles corresponding to those
in Fig. 10a. Then, we get

sin α̃1

sin α̃2
=
|BC|
|AC|

|AE|
|BE|

=
1

η

|AE|
|BE|

,

α̃1 + α̃2 = α1 + α2.

(14)

Based on equation (14), the exact values of α̃1 and α̃2 can
be obtained since the ratio |AE||BE| is known as 1

5 . Similarly, the
boundaries between the other adjacent keys such as (w1, w2),

Piano Computer Phone keypad

Fig. 12: Setup examples for three difference keyboards.

... , (w9, w10) can be derived. By substracting the absolute
azimuth of w1, the boundary azimuths can be calculated for
keystroke recognition.

2-D Case. The geometrical model of the 1-D case can be
easily extended to 2-D, where both the elevation and azimuth
angles are used for keystroke recognition. As illustrated in Fig.
11, three keys “1”, “G” and “M” are pressed for calibration.
In the horizontal azimuth direction, we have 4A1B1C1, from
which we can derive all the azimuth boundaries of keys (or-
ange lines), while in the vertical elevation dimension we have
4A2B2C2 and use it to calculate the elevation boundaries
(blue lines). Here C1 and C2 denote the same location of the
device, viewing from the azimuth and elevation dimensions,
respectively.

Given the values of the boundary azimuth and elevation an-
gles of each key, real-time keystrokes can be easily recognized
by mapping the estimated keystroke position to the target key
on the keyboard with a known layout.

VII. EXPERIMENTAL EVALUATION

We prototype mmKey and conduct real-world experi-
ments using a Qualcomm sponsored testbed, which reuses
a 802.11ad/ay chipset as a radar-like platform. The default
setup is presented in Fig. 12, where the device is put down
to cover a flat surface that upholds a printed virtual keyboard.
We consider different types of keyboards, including QWERTY
computer keyboard, piano keyboard, and smartphone keypad.
For each keyboard, we print the layout on a paper, maintaining
the same physical size such that users would keep the most
familiar typing feeling as on a real keyboard as Fig. 12
shows. Note that with a simple calibration mechanism and
the high directionality of mmWave, mmKey can easily adapt
to any keyboards including user-customized layouts, as long as
the geometric arrangement is known. By default, we set the
distance between the keyboard and the device to be around
20 cm such that the keyboard will be confidently within the
field-of-view (FoV) of our device, which is 100◦ for both
azimuth and elevation directions. The default sampling rate is
fs = 1

Tb
= 100 Hz, where Tb is the burst duration as shown in

Fig. 2. The selection of different parameters is further studied
in Section VII-D.

We conduct experiments at different locations in both office
and home environments, with 10 volunteers involved, includ-
ing 4 females and 6 males aging from 23 to 32. To obtain
the ground truth, we perform the experiments in two different
ways: 1) For each keyboard, we generate a random key list
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covering each key once, and the participants are asked to press
the virtual keys by following the list. Each participant will
repeat multiple times for each key list. 2) The user is asked to
type following a sequence of words/sentences or digits/music
scores. Note that participants press the keys in a nearly natural
way. Therefore, the keystroke speed is not controlled and it
may vary over time for different users. During experiments,
we collect CIR series from the testbed when a user is typing
and send the data through an Ethernet cable to a computer for
processing in MATLAB.

We mainly use three metrics for evaluation. We use de-
tection accuracy (DA) and recognition accuracy (RA) to
quantify how mmKey correctly detects the keystrokes and
how it localizes and recognizes them, respectively. Based
on DA and RA, we calculate the overall accuracy (OA) as
OA = DA×RA. DA and RA are defined as follows:

DA =
# of detected keystrokes

# of total keystrokes
;

RA =
# of recognized keystrokes

# of detected keystrokes
.

(15)

Below, we first evaluate the overall performance of three
different types of keyboards and then report the parameter
study in Section VII-D.

A. Virtual Computer Keyboard

1) Performance on Individual Keys: We first investigate
the performance of mmKey for a virtual computer keyboard.
The printed standard alphanumeric keyboard has a common
QWERTY-based layout with the distance between neighboring
keys 19 mm. We involve the keys of letter and digit in the
experiments and select “1”, “G” and “M” as the landmark
keys for calibration. The OA confusion matrix for recognizing
36 keys (26 letters plus 10 digits) on a virtual computer
keyboard is shown in Fig. 13a. As we can see, mmKey
achieves remarkable keystroke recognition with an average
OA of 95.42% for a computer keyboard. As illustrated, there
exist some detection errors. Some samples of certain keys
are recognized as the neighboring keys, especially the one
below the real key. This is because there exist reflections from
the knuckles leading to the estimation error in the elevation
direction. In real applications when users are typing typical
texts, we believe these errors can be easily recovered by the
mature spell check techniques, as demonstrated in the next
section.

2) Word Recovery: We further explore the capabilities of
mmKey on recovering the input sentences and evaluate the
accuracy in word level. Adopting the same methods in WiKey
[18] to collect sentences samples, we ask the user to type each
of the following sentences 5 times on the printed computer
keyboard: S1 = “the quick brown fox jumps over the lazy
dog”, S2 = “nobody knew why the candles blew out”, S3 =
“the autumn leaves look like golden snow”, S4 = “nothing
is as profound as the imagination”, and S5 = “my small pet
mouse escaped from his cage”.

We first run mmKey on the CIR data and obtain the
direct outputs, i.e., a sequence of recognized keys. Then we
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Fig. 13: Performance on virtual computer keyboard.

feed the outputs into Grammarly1 for correction, which is a
popular commercial English writing tool. Here we calculate
the word-level accuracy (WA) by WA = # of correct words

# of total words
and illustrate the results in Fig. 13b. It is as expected the
WA on the direct outputs of mmKey, which is about 80%,
is not as high as its OA since a single mis-recognized letter
will lead to a wrongly recognized word. With the help of
spell check/text correction, the word-level mis-recognition
can be easily corrected with a considerable accuracy greater
than 97%. With the high accuracy, mmKey could promise a
ubiquitous virtual keyboard for mobile and portable usage
everywhere in practice.

B. Virtual Piano Keyboard

In this part, we report the overall performance of mmKey in
the recognition of keystroke on a piano keyboard. To adapt to
the system capacity of limited FoV, we employ a segment
of piano keyboard consisting of ten white keys and seven
black keys in between. We denote the white keys and black
keys from left to right as w1, w2, ..., w10 and b1, b2, ...,
b7, respectively. Three keys w1, b4 and w10 are used for
calibration. Note that as piano only have two rows of keys, we
use the weighted average of elevation angles of w1, b4, w10 as
the elevation boundary, i.e., 1

2 (
θw1

+θw10

2 +θb4). Different from

1https://www.grammarly.com
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(b) Accuracy when pressing two concurrent keys.

Fig. 14: Performance of virtual piano keyboard.

computer keyboards, users may press multiple keys concur-
rently when playing the piano. Thus we conduct experiments
with two scenarios: single keystroke and simultaneous multiple
keystrokes.

1) Single-Key Keystroke: For single-key keystroke case, the
experimenter is asked to press each key 60 times. The pressing
order follows a random sequence generated from MATLAB as
stated before.

Accounting for both the white keys and black keys, Fig. 14a
shows the confusion matrix for single-key keystrokes, where
“?” means the miss of detection. As seen, mmKey achieves a
high OA of 99.12%.

2) Simultaneous Multiple Keystrokes: Users may need to
press multiple keys simultaneously to play the piano. We first
look at the two-key case. The experimenter is asked to press
two keys at the same time, and each combination of keys is re-
peated 20 times. The instances of two-key keystroke spectrum
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Fig. 16: Performance on virtual phone keypad.

can be found in Fig. 8 while the OA for all combinations
can be seen in Fig. 14b. As shown, mmKey recognizes the
keystrokes accurately when two keys are located far enough.
However, when two pressed keys get closer especially for
the adjacent keys, the accuracy may decrease due to the co-
located fingers. The overall accuracy for double-key keystroke
recognition is 92.54% for all cases, and the accuracy becomes
96.93% for non-adjacent keys. Also, observing the accuracy
along the diagonal, we can find that the OA decreases near the
edge of the keyboard due to the effects of inter-finger blockage
at the edge locations.

Now we extend to the cases of > 2 concurrent keys by
investigating the OA with respect to the number of concurrent
keystrokes. The results show that the OA decreases to 76.67%
when there are three keys being pressed and further decreases
to 65.94% for four keys. We further examine the detection
accuracy, as illustrated in Fig. 15b. As seen, more keystrokes
will lead to more miss detection due to the blockage between
multiple fingers, but do not affect much the recognition accu-
racy as illustrated by Fig. 15a. Once a keystroke is detected,
mmKey can recognize it accurately.

C. Virtual Phone Keypad

We also test mmKey against a virtual phone keypad. Phone
keypad is a widely-used keyboard in daily life due to the
proliferation of mobile devices. As shown in Fig. 16a, the
applied keypad has 12 keys including digits 0 to 9 and two
special characters “*” and “#”. The keypad is printed on a
paper with the same size as the real phone keypad with an
inter-key separation of 1.8 cm in horizontal direction and 1.6
cm in vertical dimension. In the keyboard calibration phase,
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Fig. 18: Setup of various placements with distortions (front
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key “1”, “8” and “#” are pressed to estimate the boundaries.
In the real-time recognition phase, the user is asked to press
different keys following the random-order list. There are total
40 samples for each key. The confusion matrix of OA is shown
in Fig. 16b. As we can see, although the keys are close to each
other (< 2 cm), the keystrokes can be recognized accurately
and reliably with an OA 98.33%.

D. Parameter Study

In this section, we benchmark mmKey by studying the
impacts of different parameters. Without loss of generality, we
evaluate with the piano keyboard unless otherwise specified.

1) Impact of Range: The performance of mmKey may
vary over the distance from the target to the device. To
investigate the impact, we perform experiments with eight
different keyboard-radio distances, ranging from 15 cm to 50
cm with an increment of 5 cm. As depicted in Fig. 17a, the
increase of distance leads to a degradation in both DA and RA
as expected. This is because both the spatial resolution and the
reflection strengths decrease over range. In other words, the
keys become relatively narrower from the view of the radar
and the reflected signals become weaker at larger distances,
which lead to detection and recognition errors.

2) Impact of Keystroke Speed and Window Length:
Keystroke speed is another important property that may raise
users’ concern. Since the motion detection and segmentation
are applied with the assumption that finger motions do not
overlap with each other, there are two factors that may impact
the DA of mmKey: keystroke speed and length of sliding
window W . We benchmark these two factors by perform-
ing experiments with different typing speeds, quantified by
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Fig. 19: Performance for various placements with distortions.

keystroke per minute (kpm). The DA of different combina-
tions of speed and W are presented in Fig. 17b. As seen,
mmKey achieves consistently high accuracy for 30 kpm and
60 kpm, regardless of the W values. For faster typing speeds,
the detection rate remains high if a short window is used,
but it decreases quickly with larger W since two adjacent
keystrokes are easily mistaken as a merged single keystroke.
For performance evaluation, the default W is set to be 0.1s,
which can handle various typing speeds.

3) Impact of User Heterogeneity: In this part, we study
the impact of user heterogeneity. During the experiments, We
enroll 10 participants labeled as “User 1” to “User 10”. We
use a piano keyboard for evaluation without loss of generality.
Among all the 10 participants, only one (User 9) is familiar
with the piano keyboard and good at playing the piano, and
two of them (User 2 and 3) have some basic knowledge of the
piano. Also, during the data collection, there is no restriction
on using one or two hands. Two of them (User 1 and 9) put
both of their hands on the keyboard and type different keys
using different hands while others use one hand. Therefore,
these 10 users provide a reasonable level of diversity in terms
of different typing behaviors. We calibrate the keyboard once
at the beginning, and then apply it to all the participants.
The results in Fig. 17c show a near 100% accuracy for both
keystroke detection and recognition, implying that mmKey
can support diverse users with only one-time calibration pre-
processing.
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Fig. 20: Examples of obtained spectrum by three different
spatial spectrum estimators: MUSIC, MVDR and CBF. (a)-
(c): Single-key case by MUSIC, MVDR and CBF, respec-
tively. (d)-(f): Double-key case by MUSIC, MVDR and CBF,
respectively.

4) Impact of Device Placement: As the typical experimen-
tal setup presented in Fig. 12, the device is put “parallel” to
the keyboard and the Rx locates at almost the middle of the
keyboard, which looks symmetric. However, in practice, the
placement of device is not always perfect, but with potential
distortions due to rotation and translation. Therefore, we study
the impacts by placing the device with different orientations
and offsets, as detailed below.

Rotation. In this experiment, the device is not perfectly
parallel to the keyboard but deviates with some angle as Fig.
18a presents. Here we test deviation angles ranging from −30◦

to 30◦ with a step of 10◦, where “-” represents the clockwise
rotation and “+” is anticlockwise from the front view of users.
The results are shown in Fig. 19, which shows remarkable
robustness to the orientation distortions with consistently high
DA and RA retained.

Translation. For the translation case, the device is not
aligned with the center of the keyboard but is moved by a
certain distance. As Fig. 18b illustrates, we shift the device
from the center of the keyboard by different distances. Specif-
ically, we tested at -8 cm, -4 cm, 0 cm, 4 cm, 8 cm, where
“-” and “+” represent the left and right directions from the
front view, respectively. As depicted in Fig. 19, the results
show no significant difference among the tested distances in
both DA and RA, indicating that mmKey can adapt to various
translation placements.

5) Comparing Spatial Spectrum Estimators: We employ
MUSIC to achieve super resolution in space on our device. In
this section, we compare mmKey with existing beamforming
techniques, including conventional beamforming (CBF) and
well-known minimum variance distortion response (MVDR)
beamforming (a.k.a. Capon beamforming).

Fig. 20a-c are the spectrum of pressing a single key w1

generated by the three spatial spectrum estimators. As we
can visually compare, for single-finger keystroke case, the
MUSIC algorithm can produce the finest spectrum due to
its super-resolution property. For the double-finger keystroke
case, MUSIC also performs much better than the other two.
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Fig. 21: Overall accuracy on different platforms using three
spatial spectrum estimators: MUSIC, MVDR and CBF.

Subjective ratings

Fig. 22: Means and standard deviations of the subjective
ratings, all on 5-level scales where 5 is the most positive rating.

Fig. 20d-f illustrate the spectrum of keystrokes of two adjacent
keys w5 and w6. As we can see, only MUSIC algorithm
can detect two neighboring sources while it becomes hard to
distinguish the multiple keystrokes by MVDR or CBF. MVDR
is slightly better than CBF in this case, but is not as focusing
as MUSIC.

To quantitatively compare their performance, we apply three
estimators on the same dataset in different scenarios, respec-
tively. Fig. 21 shows the OA for each estimator under each
setting. It can be observed that for all the different keyboards,
mmKey based on MUSIC achieves the highest accuracy. The
OA drops with MVDR and CBF due to their limited resolution,
especially for the double-key case, where the MUSIC-based
approach outperforms MVDR and CBF significantly with an
over 90% OA.

E. Subjective Evaluation with User Study

Finally, we carry out a user study on all the participants
for their feedback on user experience. We collect subjective
measurements from the ten volunteers through an online
questionnaire. The users are asked about the perceived ex-
perience of using mmKey as an input tool, including the setup
complexity, ease of use, coverage, portability and so on. The
responses from real users are summarized in Fig. 22. All
responses are scaled from 1 to 5 where 5 is the most positive
rating. As we see, mmKey is rated positively with the average
responses to most questions greater than 4.0. We note that each
volunteer is also asked to give an overall rating on how he/she
likes mmKey. On average, ten volunteers give a positively 4.0+
average rating and two of them express their willingness to
experience it in real applications.

Authorized licensed use limited to: University of Maryland College Park. Downloaded on June 08,2021 at 16:29:19 UTC from IEEE Xplore.  Restrictions apply. 



2327-4662 (c) 2021 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/JIOT.2021.3084560, IEEE Internet of
Things Journal

13

VIII. LIMITATIONS AND DISCUSSIONS

Typing Speed. The average typing speed on a physical
computer keyboard is about 37∼40 words per minute, which
translates to about 185∼200 characters (keys) per minute.
mmKey supports a reasonably good speed of 120 kpm, as
people generally type more slowly on a virtual printed key-
board due to the lack of keypress feedback. However, the
performance of mmKey may deteriorate for fast typing (>120
kpm), during which the finger motion and hand motion overlap
with each other. It is worthwhile to study the segmentation
of the CIR time series and explore new features in order to
support reliable recognition of high-speed keystrokes.
Detection Range. While mmKey can support accurate
keystroke recognition (> 90%) at a range up to 45 cm,
which is large enough to cover a computer keyboard given
the common FoV of mmWave radios, the detection range still
needs to be improved so as to support the implementation
of a full piano keyboard. As the device-keyboard distance
increases, the reflected signals become weaker and the keys
become relatively smaller from the view of the radar, which
makes the keystroke detection and recognition harder. We keep
it as future work to investigate the antenna diversity for a better
resolution and thus larger ranges.
Keyboard Calibration. mmKey needs minimal calibration
(i.e., only three keystrokes) to associate the key locations
relative to the device with the actual keys. Except for that,
mmKey does not need any other training, making it deployable
anywhere for a ubiquitous virtual keyboard. The calibration
only needs to be done once for a specific setup. However, it is
recommended not to change the relative location between the
device and the printed keyboard; Otherwise, a re-calibration
would be needed to associate the new mapping.
Cost and Device Readiness. mmKey is implemented on a
mmWave platform sponsored by Qualcomm. mmKey itself
does not introduce any extra hardware cost. The Qualcomm
platform does need some modifications and is admittedly bulky
for its current form. Nevertheless, the platform only uses a
single commodity 60GHz WiFi chipset with an additional
antenna array and thus would be fairly low-cost and tiny once
mass production. And we sincerely hope Qualcomm would
publicly release the testbed soon. In the meanwhile, we plan
to extend mmKey, as a software solution, to other mmWave
platforms such as TI mmWave radars.
Portability. Although current mmKey prototype still requires
additional hardware and is not as portable as wearables and
multi-functional keyboards, it enables a virtual keyboard by
reusing a mmWave device wherever it is already available.
With the miniaturization of antennas and chips, it is expected
that the mmWave hardware will become lighter, portable,
cheaper and energy-saving as a tiny chipset that will be widely
available on home routers, smartphones [49], [50] and vehicles
[51]. Then mmKey could immediately enable virtual typing
around those devices in the integrated IoT system. Although
wearables and hand-equipped sensors allow typing anywhere,
they could not easily input information to the targeted IoT
devices in the above scenarios since the wearables are unlikely
connected to the IoT devices.

Potential Applications. As the first virtual keyboard using a
single mmWave radio, the core contribution of mmKey is the
processing pipeline that enables accurate localization of micro
motion, which can also enable in-air finger tracking/gesture
recognition and similar interactive applications.

IX. CONCLUSION

This paper presents mmKey, the first universal virtual
keyboard system using a single mmWave device. mmKey
achieves accurate multi-finger keystroke detection and recogni-
tion and supports various keyboard layouts. It employs a novel
pipeline of signal processing to detect, segment, and recognize
keystrokes, without requiring any training. We evaluate the
performance of mmKey on various keyboards, including virtual
piano keyboard, virtual phone keypad and virtual computer
keyboard. The results demonstrate an overall accuracy over
95% for single-key case on different keyboard layouts and a
recognition accuracy over 90% for multi-key scenario, which
translates to a word recognition accuracy above 97%.
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